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C4 Mission Statement

, Our Goal Is to support the Account teams
on every Cloud or Container related
Customer Opportunity.

From inital talks until the order is booked.”
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Cloud Is not a place,

It IS an operating model
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Cloud Models & Characteristics (NIST)

Rapid Measured

On Demand Self Service Ubiquitous Network Access Elasticity Senvice/ Billing

Characteristics

Resource Pooling
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Cloud Models & Characteristics (NIST)

. . Rapid Measured
On Demand Self Service Ubiquitous Network Access Elasticity Senvice/ Billing
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Resource Pooling
. Infrastructure As A Service Platform As A Service Software As A Service
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Cloud Management Overhead

Responsibility across the “Cloud Platform Solution Stack”
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TRADITIONAL IAAS PAAS SYAVARSS
Application Application Application Application
Data Data Data Data
Runtime Runtime Runtime RO
Middleware Middleware Middleware Middleware
Tenant OS Tenant OS Tenant OS Tenant OS

Virtualization

Virtualization

Virtualization

Virtualization

Servers Servers Servers Servers
Storage Storage Storage Storage
Networking Networking Networking Networking

MANAGED BY

| IT Dep. | | Provider |

ADMINISTRATIVE TASKS

User Admin

Application Admin

Development
Cloud Admin

Resource Admin

Systems Admin

Systems Engineer
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Digital Transformation

Every organization is rethinking how they engage with customers, employees, partners and vendors

New demands and
requirements from
developers, end
users and
existing workloads

Every corner of
the business
Is being impacted,
from the core to
the edge

0

IT environments
are becoming
more complex

All these
challenges must
be resolved with

limited human
Interaction

Internal Use - Confidential
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Customer environments are evolving

IT is increasingly playing a more strategic role within the business

100's-1,000’s of apps

VMs IIII Databases
g

o . »
Mo Containers E_ Serverless

OIOIOICIC
® @) ()@®)
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Diverse infrastructure

% Datacenters

9 Branch offices

: ‘E loT devices

[ ]
=== Hyperscalers

__ Colocation and
() Service Providers

°—I—- Edge
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Multi-cloud

m Microsoft Azure

adWws
~—-"

£Y Google Cloud

D&A L Technologies



Desired IT infrastructure outcomes

Modernize and transform the on-premises operational experience

DATA CENTER MODERNIZATION HYBRID ACCELERATION

Simplify operations, increase efficiency
and Transform IT productivity

Internal Use - Confidential

.
ey

Deliver consistent infrastructure and
reduce risk by automating
management and operations

Achieve both with a hybrid cloud
operating model

1 © Copyright 2022 Dell Inc.
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Modernize and Transform your operational experience

- 05 o :
Modernization SE'égg Transformation

0o-0o

* Refresh aging infrastructure to HCI * Leverage Azure hybrid by design

* Migrate existing Hyper-V deployments » Build cloud-native applications using

- containers
* Use familiar management tools

o * Manage fleets of containers with
+ Expand and accelerate consolidation Kubernetes

* Improve reliability and performance - Empower Xaa$S with flexible
consumption options

D&A L Technologies
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Microsoft Hybrid Cloud

Azure Stack Portfolio

% Microsoft Azure
HCI, Hub and Edge

Azure Arc

Azure Stack Hub
o=

. . I —
Disconnected scenarios I+

Dell Integrated System for Azure
Stack Hub

Azure Stack HCI

Consumed as an Azure Service
* Modernize Hyper-V Infrastructure with HCI
Azure Stack Edge  Azure Kubernetes Service

» High-performance workloads
AI/ML at the Edge

* Hybrid cloud computing operating model

Azure Service

Dell Integrated System for Azure Stack HCI

© Copyright 2022 Dell Inc.

Azure Arc

Extend Azure Services & Capabilities

i@

Multi-cloud

Edge Datacenter

Azure Arc

Dell Platforms validated for
Azure Arc-enabled Data Services

Any infrastructure
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Evolutionary journey



Delivering value via continuous innovation

S2D Ready
Nodes w/
S2D Ready Nodes Windows Server
w/ Windows Server 2019
2016

Windows Server
Software Defined
(WSSD) Reference

Architectures
OMIMSWAC 1.0

S%a
ah
1500+ 60+
Customers Countries WW

Dell HCI Solutions
for Microsoft
Windows Server
(AX nodes w/
Server 2019)

OMIMSWAC 1.1

Dell Integrated System for Microsoft
Azure Stack HCI

* Dell Hybrid Management: HCP Policy
Compliance & Remediation

* OMIMSWAC: Integrated Deploy & Update,
Cluster-Aware Updating , CPU Core
Management, Cluster Expansion...

o

8100+ 500PB+
Nodes Capacity

((

D&A L Technologies
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What is Azure Stack HCI

Purpose-built HCI operating system delivered as an Azure service

22

Enterprise class
hyperconverged
infrastructure

i Hyper-V for secure, efficient
L. virtualization of Windows and
Linux

o=
-

= Storage Spaces Direct for
s fast enterprise-grade storage

Ammd  Azureinspired software
<w» defined networking

am= Stretch clustering for
om disaster recovery

P
ey

Azure hybrid
by design

I8

o —&
[ B o
L o

@

Lol

&

Azure Stack HCI
resource provider

Management and governance
via Azure Arc

Always up-to-date
subscription

Native integration with
Azure services

2

management and
operations

- Leverage existing concepts
T4 and skills in virtualization

and storage
o Manage with Windows

BI®E Admin Center, System
Center, PowerShell

Continue to leverage
3 party tools for monitoring,

security and backup

Dell Integrated
System for Microsoft
Azure Stack HCI

Internal Use - Confidential
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Comparing Windows Server with Azure Stack HCI

New and distinct product line

== Windows Server = Azure Stack HCI

o Exciting roadmap of new releases o Exciting roadmap of new releases
o Innovation focused on being the best guest and traditional server o Innovation focused on being the best virtualization host
o All other Windows Server roles - IIS, File Services, DNS, o Future of Hyper-V virtualization, Storage Spaces Direct,
DHCP, AD/DS? and networking
o Runtime for Windows apps like SQL Server o Run apps inside Windows or Linux virtual machines and
containers

o Runs anywhere
. _ _ _ _ _ o Runs on-prem on your hardware
o Windows Server host and VM licensing will continue with the

same traditional licensing options o Azure subscription-based billing, no perpetual license

o There is no guest VM licensing included with the Azure Stack
HCI host OS, which is similar to other virtualization platforms

1Existing features like Hyper-V will not be removed unless deprecated (not planned)

D&A L Technologies
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Choosing the correct Microsoft HCI Solution

ml Dell HCI Solutions for
HMEl Microsoft Windows Server

|
[\ 97
E Run connected and disconnected from Azure

@Q Less need for hybrid management capabilities

ifg Hardware updates with Cluster-Aware Updating and
ﬂ_%’ on-premises monitoring with WAC and SC sufficient

Use Windows Server Data Center licensing for
unlimited Windows Server VMs

I:% Traditional approaches for disaster recovery are
meeting SLAs

Internal Use - Confidential 19

& Dell Integrated System for
“&B  Microsoft Azure Stack HCI

R
\557

© Copyright 2022 Dell Inc

Stable Azure connectivity

Customer wants cloud operating model on-prem
using Azure management, governance, data and
application services

Automate cluster creation and orchestrate seamless
full stack Cluster-Aware Updates

Majority of VMs running Windows 10 or Linux OS
Unlimited Windows Server VMs optional

Extended use cases:
® Stretched clustering to improve BCDR readiness
® Extended Security Updates benefit for WS/SQL 2008/2008 R2

D&A L Technologies



Dell Integrated System for
Azure Stack HCI

Microsoft strongly recommends choosing Integrated Systems

Integrated Systems provide the best customer experience for Azure-Stack HCI. They
come with the operating system pre-installed on high quality, integrated hardware
that is optimally configured for Azure Stack HCl and has completed Microsoft's
clustered solution validation testing.
https://azurestackhcisolutions.azure.microsoft.com/#/catalog

D<A LTechnologies



Dell Integrated System for Microsoft Azure Stack HCI

Integrated System features and benefits

Fully productized HCI solution with foundational AX
nodes, network switches, support and deployment
services

DELL Management Networking

OOB network 1GbE (Uplinks to core)

RDMA
DELL Production Networking network

Wide portfolio of offerings optimized for multiple use
cases, application performance and capacity needs

High performance architecture that leverages
technologies such as 25/100Gb RDMA networking and
all flash storage

Integrated LCM including automated cluster creation, 1-
click full stack Cluster-Aware Updating, cluster
expansion, and CPU core management using
OMIMSWAC

Global availability backed by Dell trained technical
support, deployment & consulting services professionals

© © ©0 O

Management/VM
network

D<A L Technologies
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Azure Stack HCI solution architecture

IlLa

Azure Arc
Cloud management

Applications

Windows = Linux 6 Containers Azure App Azure Data
. I - services Services

Virtual machines @ _%_ Azure Kubernetes Service
Any size and configuration Managed container platform
I
Azure Stack HCI
Hyperconverged infrastructure software stack

Hardware ecosystem
Lo Dell Integrated System for Microsoft
-g Azure Stack HCI

—

Windows Admin Center
Edge-local management

D&A L Technologies
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Azure Stack HCI Use Cases

Infrastructure
modernization

Virtual Desktop
Infrastructure
(vDI)

Edge and Remote

Office and Branch

Office (ROBO) and
Infrastructure

Microsoft
applications
modernization

DevOps and Cloud
Native application

Internal Use - Confidential
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Azure Kubernetes Service (AKS) on Microsoft HCI Solutions
Familiar Kubernetes application platform available on-premises with Microsoft HCI Solutions

&

Azure Hybrid by Design

Azure connected

Built-in Azure Arc capability

Always up-to-date with
Azure

* check notes for details and considerations

Internal Use - Confidential

i

Consistent with Azure
Kubernetes Service

Single-step installation and
update of fully-conformant
Kubernetes cluster

AKS-consistent Kubernetes
cluster management*

Familiar Azure experience

Familiar capabilities for
Windows apps

Differentiated container
solution for Windows host

Local administration with
Windows Admin Center

Built-in support for Windows
and Linux

25 © Copyright 2022 Dell Inc.

Built-in Security

Secure and trusted platform

Single and consistent
identity

Secure and resilient
infrastructure

D<A L Technologies



Azure Virtual Desktop

Dell test results shows
* 1200 concurrent users’

sessions on a 3-node cluster* Qa [1:
® Azure Public Cloud ’J“ﬁ'_‘ On premises

Azure Portal Unified Control Plane

» 850 Virtual Machines single clents 5
sessions OS on a 3 node i , 2
User Managed Mlcr0§oﬂ hosted Customer managgd 3
CI u Ste rS* Devicesg F Azure Virtual Desktop F ASCHI VMs & Services il
I I 8
R Web Access Diagnostics R g
i oscs (=)
* Hybrid workforce needs : ‘ we | [E
&1 .

» Data regulatory and compliance " hcure Stack HCI 0

requirements H
Simplifies deployment and . u
maintenance

D<A L Technologies
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Extended Security Updates only on Azure

Extended Securit Updates for SQL Server 2012
Extended Securit Updates for Windows Server 2012 and 2012 R2

One additional year extended Security Updates only on Azure for
Windows Server and SQL Server 2008 und 2008 R2

1 1 1 | AN
I I I I

2022 SQL Server 2012 2023 Windows Server 2012
Extended Support Extended Support
ends on July 12 2022 ends on October 10 2023


https://www.microsoft.com/en-gb/windows-server/extended-security-updates

Azure Stack HCI 22H?2
and beyond...



What's new for Azure Stack HCI

at Microsoft Ignite 2022

H= | ()

Making it easier t Arc-enabled VM mgmt. 22H?2 feature update
from WS tc Public Preview 2 Operating system



Eliminating the licensing cost barrier
Swap your Hyper-V hosts for Azure Stack HCI

New Software Assurance benefit *

b} = §

Licensed cores of WS Datacenter Cores of Azure Stack HCI
with Software Assurance at no additional cost

* 1 physical core license of Windows Server Datacenter with Software Assurances (SA) entitles you to use 1 physical core of Azure Stack HCl at no additional cost.
You must register your Azure Stack HCI cluster to claim this benefit in the Azure Portal. Once your SA contract is verified, the monthly service fee for that cluster changes to zero.
Target effective date (subject to change) October 12, 2022. Please note that add-on services like Microsoft Defender for Cloud are still sold separately.



What's new for Azure Stack HCI

at Microsoft Ignite 2022

|
H= | GO

h

Making it easier to switch Arc-enabled 22H2 feature update
from WS to HCI mgm Operating system

Public Previ



B3 ContosoCluster | Virtual machines
A Stack HCI

inctionality- This m ot be the full lis o] Re m i n d e r:
What is Arc-enabled
- VM management?

v Provision and manage on-prem VMs from Azure

v Cloud-edge UX consistency in Azure Portal

Resources (preview)
@ virtual machines v" Included with Azure Stack HCI (no additional cost)

Virtual ne

Public Preview 1: March 2022

Learn more:
https://learn.microsoft.com/azure-stack/hci/manage/azure-arc-enabled-virtual-machines

Automation



New in Public Preview 2:
Access VM images from Azure Marketplace

= Microsoft Azure (Preview)

v" Quick to get started
Fewer steps than preparing a custom image

v Always the latest image
From trusted publishers (e.g., Microsoft)

v Image lifecycle management
Easily add, remove, update from the Portal

v' Coming soon...
Third-party publishers!




New in Public Preview 2:

Guest management and VM extensions

v Guest automatically Arc-enabled
When created through Arc VM management

v" Install and configure your applications
With Custom Script extension

v Automate OS configuration
Join domain, apply policies, and more

v' Coming soon...
More Azure VM extensions

m!

Public Preview 2

Fy &

Custom Script Domain Join
extension extension

Fall 20222

(&

Azure Policy
Machine Config

On the roadmap

Azure Monitor Microsoft
(Logs, Metrics, Defender for
Alerts) Cloud

&

Azure Update
Management
Center




What's new for Azure Stack HCI

at Microsoft Ignite 2022

H= ()

h

Making it easier to switch Arc-enabled VM mgmt. 22H2 feature
from WS to HCI Public Preview 2 Operating S\



What's new in the 22H2 OS feature update

Quality-of-life improvements in across all areas

What's new in What's new in

Storage Virtualization

’ v Convert 2-way to 3-way mirror during expansion v GPU partitioning (GPU-P) with high availability (failover)
) v Tested with Nvidia A2, A16 and Azure Virtual Desktop workload
L]

L v Convert existing volumes from fixed to thin provisioning
e

v Optional compression in Storage Replica for stretch clustering

What's new in What's new in

Networking Management
v Automatic IP addressing for storage network adapters v Redesigned cluster manager navigation and Settings, including search
v Automatic contextual cluster network naming (e.g., “storage 1", etc.) v Improved HCI cluster deployment and registration
v Network ATC manages live migration settings (incl.: network, transport, bandwidth) v" Windows Admin Center GPUs tool GA, incl. GPU-P (NOTE: EMBARGO)
v Stretch clustering support for Network ATC v Support for new Azure Stack HCl lifecycle orchestrator (preview)

...plus, many more little features, improvements, and bug fixes.



“Are these features coming to Windows Server?”

Short answer: No.

There is no Windows Server LTSC release this year or next year.
More importantly,

v Network ATC is only available with Azure Stack HCI.

v" Thin provisioning is only available with Azure Stack HCI.

v HCl stretch clustering is only available with Azure Stack HCI.

v GPU partitioning (GPU-P) is only available with Azure Stack HCI.

v The new orchestrator (preview) is only available with Azure Stack HCI.

You get the idea. :-)



Integrated system
portfolio



Spec Sheet-at-a-Glance

Internal Use - Confidential
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AX-640 AX-740xd AX-6515 AX-7525 AX-650 AX-750
Processor Intel Xeon 2" Gen Scalable Processors 2nd/3rd Gen AMD EPYC Processor Intel Xeon 3 Gen Scalable Processors
Core Count 16 to 56 16 to 56 81to 64 16to 128 16 to 80 16 to 80
Memory 96 GBto 1.5TB 96 GBto 1.5TB 64GBtol1TB 128GBto2TB 128 GBto4 TB 128GBto4 TB
Min/Max Raw Storage 3.2t092TB 3.8410 192 TB 3.2t061TB 3.2t0 368 TB 3.21t0 154 TB 3.2t0368 TB
All Flash (AIl-NVMe) © O ©® © @ @ © @ @ Y O O ¢ O O
All Flash (AII-SSD) ©O 0% ©O0xk ©0 0K © O ¢ O 0 %
gggl)ash (NVMe + @ ° ° @ ° ° @ ° 0
All Flash with
persistent Memory @ Q
(Intel Optane PM)
E)Iz/)bl:;l)d (NVMe AIC + @ °
Hybrid (\VMe +HDD) | @ @ @ © Q@ O 9 O
Hybrid (SSD+HDD) | © @ @ © @ O © o VI

» Ws2019 Q WS2022 ® HclI21H2 (v2) i% Stretch clustering validated D&A L Technologies



Security features incorporated into integrated system

Secured-core* Server

*  Windows HLK System Certified, UEFI Secure Boot, TPM
2.0 v3, HVCI/VBS, DRTM protection (AMD SKINIT, Intel
TXT), DMA boot protection

Trusted Platform Module (TPM)

» Secure crypto-processor that can store cryptographic keys
that protect information (disk encryption, digital rights
management, software licensing and password protection)

Secure Default Password for iDRAC

* Prevents against accidental exposure of new iDRAC’s on
unprotected networks

* Helps encourage effective password usage

» Customers can obtain a list of server passwords, service
tags and iDRAC MAC addresses for deployment prep and
planning

High Assurance, Cyber-Resilient Architecture

* Chain of trust rooted in silicon only runs authenticated
code

» Signed firmware updates for all key components

» Security-Enhanced Linux OS (iDRAC)

+ Dynamic USB port enable for authenticated crash cart
usage

*  FIPS 140-2 Certification (iDRAC, CMC)

» Customizable security banner on iDRAC login page

* Check notes for details

Internal Use - Confidential

40 © Copyright 2022 Dell Inc.

Lock Server Configuration and Firmware

» System Lockdown prevents system configuration and
firmware changes after admin locks down the profile

» Prevent configuration “drift” in your datacenter

* Protect against malicious attacks against embedded
firmware

* Alerts when configuration or FW deviates from baselines

Securely Erase & Secure Boot
* Quickly and securely erase local storage devices including
HDD, SSD, and NVMe drives
* Repurpose or retire servers in minutes rather than hours or
days
» End to end verification of server boot firmware
* Server Hardware Root of Trust
* iDRAC Hardware Root of Trust

BitLocker & Shielded VMs

» BitLocker Drive Encryption addresses the threats of data
theft or exposure from lost, stolen, or inappropriately
decommissioned computers, TPM version 1.2 or later

» Shielded VMs are protected against inspection, theft and
tampering from malware running on a Hyper-V host as well
as the fabric admins administering it (secure boot, TPMs
and disk encryption, Host Guardian Service)

D&A L Technologies



AX-750

Intel 15G capacity and performance optimized node for applications needing compute and storage balance

Cy Targeted Workloads and Use Cases

&2 EENEIS

Software Defined Storage
Big Data, Unstructured data, Analytics

Service providers: data tier

Multi Vector Cooling design enables tremendous configuration flexibility
and industry leading energy efficiency

Capable of more than double the capacity of the AX-650 platform
Higher count of PCI slots for NIC and GPU upgrades (when available)
BOSS-S2 support for hot-plug M.2 OS drives

Intel Secured-core (starting with Azure Stack HCI version 21H2)

* 2 RU, Dual Intel Xeon 3rd Gen Scalable Processors (Silver/Gold/Platinum)
* 16 to 80 cores

» 128 GB to 4 TB of memory

* 24 x2.5" drives

» 3.21t0 368 TB Min/Max Raw Storage

* All Flash (All-SSD, All-NVMe)

*  Hybrid (SSD + HDD, NVMe + HDD)

* 4 xPCle Slots, NICs: 1-4 (1 minimum), GPUs: 0-2

»  Check spec sheet for details on supported configurations

@% Key Capabilities

™= Azure Stack HCI & Windows Server HC| &@

Internal Use - Confidential 41 © Copyright 2022 Dell Inc
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AX-650

Intel 15G density optimized node for applications needing high-performance storage and compute balance

Cy Targeted Workloads and Use Cases S Benefits

Virtualization: dense, powerful compute node
Database with very high-performance storage

Service Providers: application tier

» Improved Data Center performance and lower storage latency
*  BOSS-S2 support for hot-plug M.2 OS drives
» Intel Secured-core (starting with Azure Stack HCI version 21H2)

*  GPU ready configurations (when available)

* 16 to 80 cores

» 128 GB to 4 TB of memory

10 x2.5" drives

* 3.2t0 154 TB Min/Max Raw Storage
* All Flash (All-SSD, All-NVMe)

*  Hybrid (SSD + HDD)

N
=

* 1 RU, Dual Intel Xeon 3rd Gen Scalable Processors (Silver/Gold/Platinum)

* 3 xPCle Slots, NICs: 1-3 (1 minimum), GPUs: 0-1 (when available)
»  Check spec sheet for details on supported configurations

@% Key Capabilities

Azure Stack HCI & Windows Server HC| =&

Internal Use - Confidential
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AX-7525

Highly scalable two-socket node for demanding workloads

Cy Targeted Workloads and Use Cases <> Benefits

» Dense virtualization »  Provides increased security through processor diversification

- Database with very high-performance storage NVMe drives direct attach with no PCle switch providing full x4 PCle to each

. Data analytics device resulting in massive IOPS and throughput at minimal latency

Processor density a 512 cores per 4-node cluster
BOSS-S2 support for hot-plug M.2 OS drives

@% Key Capabilities
'PE Azure Stack HCI & Windows Server HC| &m

* 2 RU, dual-socket 2nd/3rd Gen AMD EPYC (ROME/Milan) Processor
* 16 to 128 cores

» 128 GBto 2 TB of memory

*  4-24x25"drives

» 3.21t0 368 TB Min/Max Raw Storage

* Al NVMe (non-blocking) and Two Tier All Flash (NVMe + SSD)

* Onboard LOM, optional OCP, and up to 4 x add-in NICs

*  RDMA/add-in NIC options — Mellanox with speeds up to 100GbE

»  Check spec sheet for details on supported configurations

» Compute intensive workloads requiring high core count

D&A L Technologies
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AX-6515

Optimized for Value

©s Targeted Workloads and Use Cases SZ Benefits

» Virtualization » Provides increased security through processor diversification
+ Enterprise LOB +  Short 657.25mm (25.88”) depth node

. Databases +  Only single socket CPU offering in the portfolio

* Retall

+ ROBO

@% Key Capabilities
'PE Azure Stack HCI & Windows Server HC| &m

* 1 RU, Single-socket 2nd/3rd Gen AMD EPYC (ROME/Milan) Processor
* 810 64 cores

* 64 GBto1lTB of memory

*  8x2.5"drives

* 3.2t061.4 TB Min/Max Raw Storage

» All Flash SSD (SAS, VSAS, or SATA SSDs)

* Onboard LOM

*  RDMA NIC (Mellanox or QLogic/Marvell) — Single dual-port NIC only

»  Check spec sheet for details on supported configurations

D&A L Technologies
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AX-740xd

Intel 14G capacity and performance optimized node for applications needing compute and storage balance

Cy Targeted Workloads and Use Cases S Benefits

*  Multi Vector Cooling design enables tremendous configuration flexibility
and industry leading energy efficiency

+ Capable of more than double the capacity of the AX-640 platform

*  Enough PCI slots for dual-link full mesh switchless storage networking for
a 4-node cluster

@% Key Capabilities
&® Windows Server HCI \.ﬁ Azure Stack HCI

» Software Defined Storage
» Big Data, Unstructured data, Analytics

* Service providers: data tier

* 2 RU, Dual Intel Xeon Scalable Processors, Cascade Lake * 2 RU, Dual Intel Xeon Scalable Processors, Cascade Lake
* 16 to 56 cores * 16 to 56 cores
* 96 GBto 1.5 TB of memory * 96 GBto 1.5 TB of memory
e 12-18 x 3.5” drives or 24 x 2.5” drives * 12-18 x 3.5” drives or 24 x 2.5” drives
+ 3.2to 192 TB Min/Max Raw Storage + 3.2to0 192 TB Min/Max Raw Storage
* Hybrid (SSD + HDD, NVMe + HDD, NVMe + SSD) * Hybrid (SSD + HDD, NVMe + HDD, NVMe + SSD)
» All Flash (SSD, NVMe, NVMe AIC) » All Flash (SSD, NVMe)
* 2-4 PCle Slots for NICs » 2-4 PCle Slots for NICs
»  Check spec sheet for details on supported configurations »  Check spec sheet for details on supported configurations
D&A L Technologies
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AX-640

Intel 14G density optimized node for applications needing high-performance storage and compute balance

Cy Targeted Workloads and Use Cases S Benefits

Virtualization: dense, powerful compute node
Database with very high-performance storage

Service Providers: application tier

» Improved Data Center performance and lower storage latency
*  Only server with Intel Optane persistent memory and SSD for ultra-high
performance (Optane only available on Dell HCI Solutions for Microsoft

Windows Server)

&® Windows Server HCI \.ﬁ Azure Stack HCI

¢ 1 RU, Dual Intel Xeon Scalable Processors, Cascade Lake * 1 RU, Dual Intel Xeon Scalable Processors, Cascade Lake

* 16 to 56 cores

* 96 GBto 1.5 TB of memory

10 x2.5" drives

* 3.2t0 92 TB Min/Max Raw Storage

*  Hybrid (SSD + HDD, NVMe + HDD, NVMe + SSD)
» All Flash (SSD, NVMe), Optane

* 0-1 PCle Slots for NICs

»  Check spec sheet for details on supported configurations »  Check spec sheet for details on supported configurations

@% Key Capabilities

* 16 to 56 cores

* 96 GBto 1.5 TB of memory

10 x2.5" drives

* 3.2t0 92 TB Min/Max Raw Storage

* Hybrid (SSD + HDD, NVMe + HDD, NVMe + SSD)
* All Flash (SSD, NVMe)

* 1 PCle Slots for NICs

Internal Use - Confidential
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Hybrid cloud
management



Azure Arc

% Microsoft Azure

Single control plane with

T l

Azure Arc-enabled infrastructure Azure Arc-enabled services
Connect and operate hybrid resources Deploy and run Azure services outside of Azure
as native Azure resources while still operating them from ARM
M = =
B = B B O ® & [
— S Nt — —

& gil -

Multi-cloud Datacenter Edge

D<A L Technologies
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Azure Arc-enabled infrastructure

Bring on-premises and multi-cloud infrastructure to Azure

Azure Arc-enabled servers

ml Windows
BN server

Suse

€@ RedHat

aWs

Azure Arc-enabled SQL Server

| —

Azure Arc-enabled Kubernetes

SO,

S

GENERALLY AVAILABLE GENERALLY AVAILABLE GENERALLY AVAILABLE

Internal Use - Confidential
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Azure Arc-enabled services

Run Azure services anywhere

— _—
— —
— ] '
— —
Azure Arc-enabled data services Azure Arc-enabled application services
e o -
o QP o S E
U U

GENERALLY AVAILABLE (Indirect Mode) PUBLIC PREVIEW

D<A L Technologies
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OpenManage Integration with Microsoft Windows Admin Center

Windows platform management — servers, clusters, HCI management with a simplified modern application

Microsoft Windows Admin Center Dell OpenManage Integration
GO
2D

Cloud/hybrid
deployments

Windows Q
Admin Center

Lifecycle Management

Inventory — Hardware, Firmware

Monitoring — Realtime health

Update Compliance, Remediation, CAU

iDRAC Integrated Management

Large deployments Small deployments Server Management

Cluster Management

Lightweight, browser-based local & remote management
1:1 Depth for troubleshooting, configuration
manage

HCI Management

D&A L Technologies
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Managing Azure Stack HCI at scale

Tools and
experiences

Portal
Shell
Bash
CLI
Ecosystem

Azure Marketplace

Consumers

Edge/On-Premises Location

B® Microsoft D&LLTechnol

Dell OpenManage Integration with
Microsoft Windows Admin Center

SE

YY)

@@

Internal Use - Confidential

Azure Azure App and Data Services .
i . . Azure Management Services
Sl AP EERIEE ||| FUMEIENS | LOgE A | Monitor | Update | Backup | Security Center
HCI Database Services P P y
Access and security Organization and inventory
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NEW!

Dell Hybrid Management — Dell HCP Policies for Azure
HCP Policy Compliance & Remediation

¥ Dell HCI Configuration Profile

(HCP) Policies for Azure

» HCI Cluster periodic compliance

AZU eeRhplandbataSenyices Azure Management Services checks for Hardware, cluster and OS
Stack App Service | Functions | Logic Apps | Monitor | Undate | Back s ity Cent
Hel Database Services onitor | Update | Backup | Security Center . )
Tools and * Reports compliance or non-compliance
experiences and remediation
Portal Access and security Organization and inventory
Azure RBAC | Locks | Subscriptions Search | Index | Groups | Tags ¢ HCP checks*
Shell
Bash | Resource
CLI Manager Environments and automation Governance and compliance *  Cluster State
Ecosystem Templates | Extensions Logs | Policy | Blueprints
Azure Marketplace * S2D Cache State
Consumers Azure Arc enabled servers, k8s, app and data services ) )
g 7 . g »  Cluster Physical Disk Count

o / r s
¢ & # #
2 s 5

Edge/On-Premises Location .
*  Cluster Witness

- S — /" "/'
E 8 Microsoft DAL @ @ @ @ -+ Storage Pool Health Status
Dell OpenManage Integration with
Microsoft Windows Admin Cent .
crosen THindons Aemin Fener - - . . - - . . « HCP Azure Arc Integration*:

@@ SE
(2]

* IDRAC, BIOS and NIC policies are clubbed
into Hardware initiative

* OS & Cluster initiatives are introduced

* Added support for AX-650 & AX-750
platforms

* check notes for more details

D<A L Technologies
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- NEW!
Dell Hybrid Management — Dell HCP Policies for Azure

Onboarding Dell HCI Configuration Profile

Single policy definition with Dell HCI Configuration Profile

X (HCP) and consistent hybrid management experience X
5

/‘ Choose your own control plane

Azure Portal for management at-scale

L e [y ertiacaie B A ey ermoh doe X My Acurw Dol Ooenlamage bim % | +
« C @ A - Py s oy .
[ ———— P Soreh ot v we o e
bdc-ax7525nvme.test.lab
Tools (=) OpenManage Integration

I8 Chustr - Dol ntegrated System for Microsofe Azure Sack M (Nodes: 4 | ESEETESIENERSTEY

coaer soeh

Do 5 Heath | 8 inventory | E710RAC | @ Securty | (2] Updute | A Anwre | O HCP Comgiance | © Configure | @ Settr v

Azure

A2ure 3nc 9ot the Denafi of ful-STack Managemen using ARs®.

0 e

8 s

lemtbmmions AweStkHOmatrguestwtAne e e e

& o g - your o see »‘ -

- i

5 s &
son . | eeem e 00000000 Beemmeay 11 ety avannkewesons @ e
sare ot &

[ TSR
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Dell Hybrid Management — Dell HCP Policies for Azure
HCP Policy Compl|

Tools <

Search Tools R J

A Dashooard
Compute
B Vietua! machines

B Server

& Asure Kubermetes Sevice
Storage

& Volumes
B onves

B8 Storsge Replics
Networking

I SON infrastructure.

B Vituatswicnes
Tools

Asure Moitor
3 Upcates

& Diagnostics.

il Performance Monitor

@ seuy
dersions

[ Dell OpenManage integration

Windows Admin Center | Cluster Manager

bdc-ax7525nvme1.test.lab

lance & Remediation

& Microsoft

=) OpenManage Integration
o

HCI Cluster - Dell Integrated System for Microsoft Azure Stack HCI (Nodes: 4) [T

Tools
B3 Health | & Inventory | B3 iDRAC | @ Security | [Z] Update | A Azure | @ HCP Compliancd

Compliance Summary
Check if your HCI cluster is compliant with Dell HCI Configuration Profile (HCP) policies

[CRIYINSNS Fix Compliance  Export compliance
QLT ELEIERTE Rt | Windows Admin Center | Cluster Manager

bdc-ax7525nvmef.test.lab

A Dusnbourd

B Servers

Overall Compliance
Tools <

=) OpenMa

‘ E1 1 HCI Cluster - Del

& Voumes
0%

@ Leam about HCP Poli

Search Tools B oves

A Dashboard B3 Health | 48 Inventory

Compute

B Virtal machines Compliance Sumn| gy

Check if your HCI cluster i

Windows Admin Center | Cluster Manager v

bdc-ax7525nvme1.test.lab

Search Tools ‘

B8 Storage Replica

1 SON Infrastructure.

& Microsoft

<

87%

46 out of 53

Compute

8 Virtual machines.

@ Leam about HCP Policies

& Azure Kubemetes Service

- Policy Summary

Indicates the summary of compliance status of HCI clusters against the Dell HCI Configuration Profile policies

© To check the firmware and driver compliance of your HCI cluster against Dell recommended catalog and fix the non-compliant components, go to the Update tab.

Policy Name Description Overall Status
Networking
Dell Infrastructure Lock Policy Indicates compliance with Infrastructure J) Partial-compliant

lock policy recommended by Dell for

Policy Summary | . . B Voot swiches HO clusters
Indicates the summary o Re-Check Com, A

& Azure Kuberetes Service

) Aure Moritor ] By

available Storage Compliance last checked Dell Hardware Configuration Policy  Indicates compliance with hardware @) Non-compliant

8 Voomes s configurations recommended by Dell

Overall Compliance
B Orves & Disgostics

B2 Storage Replica
Networking

87%

@ seainiy
I SON Infrastructure.

Internal Use - Confidential

B 46 out of 53
Virtual switches

Tools

%) Azure Monitor

3 upcates B Settings

@ Learn about HCP Poli

Performance Monitor

T

Dell Hardware Symmetry Policy Indicates compliance with support
matrix requirements and best practices

recommended by Dell and Microsoft.

A\ Partial-compliant

Extensions

Dell OS Configuration Policy Indicates compliance with OS

configurations recommended by Dell.

Q Non-compliant

Overall State

0% (0 out of 1)

82% (9 out of 11)

94% (16 out of 17)

88% (21 out of 24)

Compliant

@ 46

Errors

Warnings Errors Unknown
laz |ea |@o
‘Warnings Unknown
A 0 Details
o
A 0 Details
A 0 Details

B Diagnostics

Performance Manitar

Policy Summary

@ seay
Edensions

B Dell Openanage integraton o

Dell Infrastructure Lock Policy

£ Settings

Indicates the summary of compliance status of HCI clusters against the Dell HCI Configuration Profile policies
@ To check the firmware and driver compliance of your HCI cluster against Dell recommended catalog and fix the non-compliant components, go to the Update tab.

Description Overall Status Overall State Errors Warnings

Indicates compliance with Infrastructure £}, Partial-compliant
lock policy recommended by Dell for
HCl clusters

0% (0 out of 1) 0 A1

55 © Copyright 2022 Dell Inc
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Dell Hybrid Management — Dell HCP Policies for Azure

HCP Policy Compliance & Remediation

Windows Admin Center | Cluster Manager Microsoft

x7525nvme1.test.lab

OpenManage Integration

TEEPTER 1 & HCI Cluster - Dell Integrated System for Microsoft Azure Stack HCI (Nodes: 4) | ualatel

A Dashvoss

2 HCP Compliance | O Configure |
Compute = =
Compliance Summary

Check if your HCI cluster is comphiant with Dell HCI Configuration Profile (HCP) policies

B Virtua machnes

| B
Windows Admin Center | Chuster Manager 3 Microsoft
& s KubarntesService
PR Compliance last checked 31-Mar-2022 194025 15| bdc-ax7525nvme1.test.lab
P Tools &) OpenManage Integration ix Compliance
[ 7 E3 B HCI Cluster - Dell Integrated System for Microsoft Azure Stack HCI (Nodes: 4) [ EEIsioaeete) By defautt, a1 mandatory policies are selected. You can exclude
BB Storage Repiica optional policies, if any. To fesolve issues in hardware configuration
ooy 870/ D cat i . " = : policies, nodes must restarted. Select any one restart option. To start
vpribog. (o] eaith | entory | 57 1ORAC | @ &) Update | A Azure | & HCP Compliance | [ Configure | & Setting About | the remediation operation, cick Finish. This may take some time.
7 SON infrastructure. D ——————————— Compute T —
46outof 53 O i Compliance Summary Manual Fixes
BB Vel swches N - Check f your HC cluster is compliant with Del HC1 Configuration Prafile (HCP) policies NN A
< h i T - g Remediate the policy by adding, removing. o replacing devices.
Saee Manton S e L T — poomeprshipl v Kidese,Susprine
3 Usdates Stoage Compliance last checked 31-Mar-2022 19:40.25 IST A Dell HCI OS Configuration Policy
m about HCP Policies
L © Leam about HCP Polaes B Volumes Remediate the policy by adding, removing, or replacing devices.
- Overall Compliance Overall Comphiance State () Piease foblow Dell recommendations.
& st " 3 o v mmendations Exp
4 Serormance Monar Policy Summary c
e ¢ il Infrastructure Lock Pol
@ Socuity Indicates the summary of compliance status of HC| e gkco o P o~ D'D:‘ iy % Lock Py
s 87% ST ——
p— © o check the fimware and driver compliancd o 0 Pamdpcion ey
[ —
out aton
(& Det Opentanage inegre Policy N Descrip) 46 outof 53 Automatic Fixes
B venatsmenes
il Hardware Configurat
Dellinfrastructure Lock Policy indicat Toots 4|08 oativels Cckifpicamion POy
10k POY @ e ot 805 Contguason Soicy
@ settings o O Remediation of the above policies shall bring the hardware
o Upcetes configuration settings as per Dell recommended values. Also,
° selection of NIC or BIOS shallinvolve rebooting of the nodes.
B Disgnosses Please select bekow ane of the reboot option.
a Moni i © 4ol wrd ebost Now
B R s Policy Summary © oo
@ Securty indicates the summary of compliance status of HCI clusters against the Dell HC| Configuration Profile policies 9
s © o check the firmware and driver compliance of your HC! cluster against Dell and fix the g0 to the Ug
1B Det Openhariage bntegrason Zas © Apply the configuration on ail nodes and reboot the cluster in
Policy Name Description Overall Status Overall State Emc e chusker swere manaer (withot impectig the chster
Del Infrastructure Lock Policy Indicat i h 5 0% (0 out of 1) (] -
Jock policy fecommended by Dell for =
Internal Use - Confidential 56
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OMIMSWAC — Security

Detect | Protect | Recover

0. New OS support

« AS HCI OS 21H2 (v2)
e Windows Server 2022

1. Infrastructure lock

0= =0 O=— =0

8 &

0=l =0 0=~ =0

Secured Infrastructure — Cluster lockdown
Dell Tech’s Cyber Resilient Architecture

Security Protect

5

Provides robust protection against
unauthorized access to resources and data
Restore lockdown state post Update (CAU)

2. Secured-core
g e Hardware root-of-trust

* Firmware protection
=l Virtualization-based security

BIOS Settings — Cluster-Aware — OMIMSWAC
+ Status— ON/OFF
+ Enable — Immediate, Staged

OS Settings — OMIMSWAC / MSFT extension
« Status - OMIMSWAC
+ Enable — MSFT extension

3. Kernel Soft Reboot

* KSR improves reboot performance
* Reboot the servers faster than a normal reboot

Internal Use - Confidential 57 © Copyright 2022 Dell Inc

Use KSR for updates that do not require a
firmware/BIOS reboot
Needs to be disabled for WAC extensions to work

Disabled by default DeALLTechnologies



OpenManage Integration with MS Windows Admin Center

New features in OpenManage Integration

Azure Stack HCI — Day-N Operations
Cluster Expansion

Azure Stack HCI — Day-N Operations

Prepare new cluster nodes before
adding to the cluster

Maintain the right balance between
cost and performance

Deploy

Ny Simplify the cluster expansion process:

* High level compatibility, licensing,

and Dell HCI Configuration Profile

Dynamically adjust the CPU core count
BIOS settings without leaving the
OpenManage Integration extension in
Windows Admin Center

Configure

i

/(\ \)/ checks
» Uses Cluster-Aware Updating for reboots +
ensuring no interruption to running el CAl
workloads Update/ Maintain * BIOS, Firmware & Driver
+ Supported in Azure Stack HCI clusters, S compliance updates
Windows Server HCI clusters, and AN < .
individual nodes Supports Azure Stack HCI and Failover clusters.
Hardware updates can use online catalog or

* Requires OMIWAC Premium License on

offline catalog with Dell Repository Manager.
each node | | 9 P y g

Dell OpenManage Integration with Microsoft Windows Admin Center page

D&A L Technologies
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https://www.dell.com/support/article/en-us/sln317468/

CPU cores management for MSFT HCI Solutions

Right size CPU - Hybrid Cloud Infrastructure to reduce subscription costs based on workload

0
LE‘D) Hybrid Cloud deployments

* Right size CPU cores for workload
performance and reduce Hybrid core-
based subscription cost

« CPU sizing applied at Cluster level for
cluster nodes, no workloads interruption

 Ability to apply CPU core changes
immediate or at next reboot

* Fully automated experience optimizing
TCO, visibility to current & total CPU cores

* Supported for MSFT HCI Solutions based
of AX nodes, S2D Ready Nodes and
PowerEdge Servers (node level)

Internal Use - Confidential

Windows Admin Center | Cluster Manager

bdc-ax6515clu.test.lab

Tools

DAL E M C openmansge integration with Microsoft Windows Admin Center

HCI Cluster - Dell EMC Integrated System for Microsoft Azure Stack HCI (Nodes: 3) [ Ealuatantate]

3 Health | @ Inventory | 55 iDRAC | B8] Update | [ Configure | & Setting: About |
\pute Resources Compute Resources
Expand Cluster CPU Core Management
CPU Core Configuration Summary

W CurentCore: 72 # Available Core 0 Maximum Core: 72
Current Configuration
3Nodes 3CPus T2Cores 12CCDs

3 x AMD EPYC 7402P 24-Core Processor

@D show Node Level Details

@ Apply and Reboot Now

O Apply at Next Reboot

© Seecting this option will activate the same number of cores across
all cluster nodes and reboot the cluster in Cluster-Aware Updating
method

A Do you want 10 enable CredSSP and update all the nodes? The
updat ‘enable the CredSSP. To improve security,

Micr 1o manually disa CredSSP after the
update operation is complete. For more information, see the link

D&A L Technologies
59
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Streamlined Cluster Node Expansion - Scale out HCI

Prepare to Add Nodes to the existing Microsoft HCI Solutions and Failover Clusters

Eliminate time consuming guess

SO work in cluster expansion

 Ability to select compatible nodes from
WAC for node expansion

« HCI Configuration Profile checks for
new nodes to be added to the cluster

» Update Compliance of new nodes
before adding for Optimal cluster
scale out

e Scale-out Microsoft HCI Solutions
clusters
- AX nodes, S2D Ready Nodes

» Failover Clusters expansion
- based of PowerEdge Servers

Internal Use - Confidential

iin Center | Cluster Manager

enter | Cluster Manager

ax-cla-lab.tejd.bdcsv.lab

Tools

DALEM

HCI Cluster - Dell EMC Integrated System for Microsoft Azure Stack HCI (Nodes: 2) [t

B3 Health | 43 Inventor,

Resources

& Microsoft

& Microsoft

(U OpenManage Integration with Microsoft Windows Admin Center

Expand Cluster

) Select compatible nodes 2 Update compliance

Compliance Results

Cluster Nodes © 7 Components not compliant

New Nodes @ Compliant

Cluster Expansion Summary

3 Nodes will be prepared
View Details

y | E7iDRAC | &] Update | T Configure | & Settings | © Abou

Mons [ saa ] Bxit
[ Dell EMC OpenManage integration
o [
D&A L Technologies
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OpenManage Integration with MS Windows Admin Center

Features in OpenManage Integration with WAC Extension / Snap-ins

Azure Stack HCI — Day-N Operations

Sulre Szl [l Cnster [Diefeligyy — Lapil Dell 1-click full stack updates snap-in

Dell HCI Configuration Profile

- +
Tl B @ Ui aerdr Integrated CAU - OS P&U + hardware

updates
A7 N\ Day-90/180: [
Day-1: Deployment Automation ay-90/180: Update operations

e
Configure Monitor
» Deploy Azure Stack HCI with Dell HCI

* Cluster-Aware Updating of Azure

Corf]flguratlon Profile for optimal cluster /(\ \)/ Stack HCI Solution
performance
* OS Patch & Updates of the Azure Stack
* Nodes HCL/compatibility check 1-8i0é< %U Manta HCI OS
« Unified Patching - OS & hardware I S +
solution update in cluster creation . % « Dell BIOS, Firmware & Driver updates
process _
. - Compl
* Save time, eliminate manual patch & Single reboot per node in the cluster with no
updates during cluster creation with a business impact to running roles on the cluster

single reboot |

Dell OpenManage Integration with Microsoft Windows Admin Center page

D&A L Technologies
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https://www.dell.com/support/article/en-us/sln317468/

Automated cluster creation

Deploy Azure Stack HCI with Dell HCI Configuration Profile for optimal cluster performance

e Save time and reduce risk associated with
manual deployment efforts

* Optimal cluster configuration using a
consistent, repeatable, and guided
process

* Hardware compatibility and symmetry
checks ensure hardware configurations
are validated against Dell HCI
Configuration Profile

« Perform hardware updates connected or
edge/disconnected

« Compliance report of OS, BIOS, firmware,
and drivers. Remediation before cluster
build

Internal Use - Confidential

Deploy an Azure Stack HCI cluster

' Getstarted

75 Y
©

11 Check the praveauiites

ki DALENMC OpenManage Integration

2 13 oin » domain

14 Instal fastures

Component Compliance Summary

s S, . _________________________________________|
3 16 Inetall havomare updates =

17 Restart sorvers B R e A Comprant Urgent Recommended | Optionsl
o

75 16 o 91

D&A L Technologies
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1-Click Full Stack LCM using Cluster-Aware Updating

Streamline and automate Day 90/180 maintenance operations

+ Single workflow orchestrates OS, BIOS,
firmware, and driver updates

ax640-6f.tejd.bdesv.lab

LYoy —r—
muits et Uit Comees et

Tools Install updates.

* One reboot per cluster node with no | R e

interruption to workloads — syt PR S
* Node validation checks ensure cluster T —

update readiness b | |2 I R p
+ Fully automated experience with online - e

solutioncatalog ~ feeee ‘ =
» Dell Repository Manager created solution .

- - S

catalog for edge/disconnected scenarios B

« Compliance report and remediation

D&A L Technologies
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Cluster monitoring and management

Monitoring, inventory, and troubleshooting capabilities

ark.azs.delllabs.net
Tools DAL E M C openntanage integration with Mirosoft Windows Adenin Cente

M1 Cluster - Dl EMC Integrated System for Microsoft Ature Stack HO) (Nodes: 4) [EERESITESET:

[ - Overview > AXNode01

Conponem Physical Disks
. H
. ] e °
- 4
MMMMM =)
R B ceone °
- . L
=) — °
s T et s et
a 2 e
2 ow g ko

Advanced Properties

Internal Use - Confidential 64 © Copyright 2022 Dell Inc

List of value-add capabilities

* Real-time health status

* Overall cluster status

« Status by node

« Component level health

* IDRAC integrated management

« Hardware and firmware inventory and

compliance

» Support for traditional or new dark

theme

D<A L Technologies



Scheduled hardware life cycle management

BIOS, firmware, and driver updates using Cluster-Aware Updating

ax740xdhcicls.wacdev.com

Tools <

& Dashboard

Compute
B Virtual machines
B servers

Storage
& voumes

DAL E VI C openmanage Inteqration with Microsoft Windows Adrmin Center
HCI Cluster - Dell EMC Integrated System for Microsoft Azure Stack HCI (Nodes: 2) [ Taeesioy

B5 Health | 43 Inventory | 5 iDRAC | ] Update | 4 Settings | O About |
Update

(&) Update source (/) Compliance report (3 Summary (4) Cluster aware update

[ Doves

BB Sionsge Repics

Netwerkong

®) Schesuie updane 1/28/2021, 60841 P

B virtual switches
ook

@) Azure Monstor

59 Updetes

& Dagnostics

i Performance Mondor
Extensions.
[ Dell EMC Openianage Integration

£ Setiings

Internal Use - Confidential

@ Following components have been selected for the update. Please click Cluster aware update to start the update.

Note: The Update process may take several hours and the target node(s) will be rebooted if needed.
Component Mams Compliance Cricality Currant Version Basaling Version Type
» ax740xdazosn0

> ax740xdazosn1

Activate Windows

Go to Settings to activate nt dows

Requires iDRAC Premium License for Windows Admin Center

65 © Copyright 2022 Dell Inc.

Life cycle management functionality

details

Scheduled updates of BIOS, firmware,
and OS drivers

Automation prevents potential for
human error and downtime

Upgrade and downgrade

Use catalog from Dell Repository
Manager (DRM) or online-based
PDK/MX catalogs

Compliance report to verify update

SUCCeSS

D<A L Technologies



Dell OpenManage Integration for System Center (OMIMSSC & OMIMSOM)
Automated Cluster Deployment & Management — Dell Microsoft HCI Solutions
Create Logical K

Switch Microsoft "

System Center

Best Match
Configuration

Identification Automate

Cluster Deploy

AX nodes, S2D Ready Nodes
Microsoft HCI Solutions

Health Status
AX Nodes Groups

Cluster Aware
Update

Windows Server HCI Microsoft HCI AS HCI OS + WS HCI

OpenManage Integration for Microsoft System sl g e

Center Virtual Machine Manager - Virtual,
SDDC, Clusters, HCI

* Bare-metal, zero-touch deployment

OpenManage Integration for Microsoft System
Center
Operations Manager - Monitoring

» Proactive monitoring and alerts Health status,
performance and power, Detailed & Scalable
mode, Feature Mgmt Dashboard

* Automated cluster deployment

* Cluster-Aware updating (CAU)

Dell OpenManage Integrations for Microsoft System Center page DAL Technologies

Internal Use - Confidential 66
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https://www.dell.com/en-us/work/shop/povw/openmanage-microsoft

Automation simplifies LCM of Microsoft HCI Solutions
Dell OpenManage Integration for Windows Admin Center saves time and reduces risk

Less attended time required for Reduced maintenance
97% infrastructure updates: 40% window for a 4 node cluster:

Attended time required for hardware updates Maintenance window required for hardware updates
= Anended time required with = Attended time required with - i window with a ion (hours) m window with manual (hours)
automation (minutes) manual (minutes)
97% less attended
effort at maximum
A 200 cluster size 30
180 | I 18 9
1 I
160 | I 16
1 I
140 | 1 1
| I
120 | I . 12
I I £
100 3 ; 3 w0 Our 4-node
Our 4-node = lab cluster.
- 80 lab cluster. ! | z o 40% reduced
90% less I I 2 maintenance
60 attended effort 1 1 = window
T e————— &
£ ! ! g
E | !
E 4
3 | | H
- 20 - - g 2
| [
- SN , ol g .
| 16 I o
iiiiiiiiiiiii
Number of AX nodes in the cluster Numbsar of AX nodes in the chester
1 Based on Dell internal testing https://infohub.delltechnologies.com/t/dell-emc-solutions-for-microsoft-azure-stack-hci-life-cycle-management-approach-comparison-1/ M_LTeChnOlOg |es

Internal Use - Confidential 68 © Copyright 2022 Dell Inc.
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Network integration and host network configuration
options

Microsoft HCI Solutions
from Dell

Scalable Switchless Storage
(2-16 Nodes) (2 — 4 Nodes)

Fully-converged Non-converged Non-converged

Single SET* for Physical storage and SET for storage and SET Physical storage and
management and storage SET for management for management SET for management

Single-link full mesh Dual-link full mesh

Dell Networking Guidance for ¥ (3 - 4 nodes) (2 — 4 nodes)
Azure Stack HCI

*SET: Switch Embedded Teaming, see notes

D&A L Technologies
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https://infohub.delltechnologies.com/t/reference-guide-network-integration-and-host-network-configuration-options-1/

Switchless storage network topology

Full Mesh Switchless Storage

. . . I |
*  Mesh configurations for smaller deployment sizes E P — oo J
o o|s @g DOBO
of 2 to 4 nodes makes such configurations a good Py 6 ol 00
fit for Edge/ROBO/Departmental use cases
e AX-650 and AX-750 only support 2-node E i m BORO| J E f? Eﬁﬁﬂ 2 C’.'; Pl J
switchless storage configuration. @ e ? ¢
«  Simplifies storage networking using direct E cos [EXS)E X 3] i E C%EE [EXSIEX: ) i + E cos  @esy BOBP] J o
connections among cluster nodes il 9? a ¢ e ©
]
*  Improves TCO by not requiring switches for % — e J E o J E <+ J
cos cos cos  [geco [BOPA]
storage interconnect — only need to connect 0 il 1l
nodes to client switches for host management
and VM traffic. o—0 :tgor:;ev(r: I:l':t;/:ork
«  Simplifies integration into environments that use
third party switches
D&A L Technologies
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Scalable networking topologies

Scalable Infrastructure

* Choose to implement a scalable network
topology to expand to maximum cluster
size of 16 nodes.

*  Fully converged - RDMA, cluster
management, and VM traffic traverse the
same Ethernet connections thus
conserving on switch ports and cabling
required per node.

* Non-converged - Separates RDMA and
host management/ VM traffic onto
separate network adapter interfaces.
Ensures no contention between storage
and LAN communications and can be
easier to troubleshoot.

Internal Use - Confidential
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Dell PowerSwitch
10GbE / 25GbE / 100GbE switch 2

BEnEsanEnat

T T

Dell PowerSwitch
10GbE / 25GbE / 100GbE switch 1

BEnEsanEnat

T T

) |
— ql o8 0000 D OIBbOoO|l H

Dell Powerswitch S3048-ON

Dell PowerSwitch
10GbE / 25GbE / 100GbE switch 2

el [

o o |

F’urtZ POﬂZ
Dell PowerSwitch
10GbE / 25GbE / 100GbE switch 1
I

e nmrerel [

o o |

) |
H §== [yoo BOBO] H

Dell PowerSwitch S3048-ON

| FF A [ Al

| AF A [ Al

RDMA and TCP/1P
0ooB

Fully Converged

© Copyright 2022 Dell Inc.

Storage (RDMA)
Host Mgmt and VM Traffic
00B

Non-Converged

D&A L Technologies



Scalable infrastructure switch options

Dell

PowerSwitch family

*  Fully tested and validated with Microsoft HCI Solutions
configurations

*  Low-cost fixed form factor top-of-rack switches offering multiple
options of 25GbE SFP28 ports for in-rack AX nodes and
100GbE QSFP28 & QFSPDD-28 ports for uplink and clustering

*  25GbE ports are backwards compatible with 1/10GbE to
accommodate iDRAC, management, VM, and storage traffic

*  Form factors for every cluster size

S5212F-ON — 1RU, half-width,12 x 25GbE ports and 3 x

100GbE ports — Ideal for the ROBO use case

S5224F-ON - 1RU, 24 x 25GbE ports and 4 x 100GbE ports
S5248F-ON — 1RU, 48 x 25GbE ports and 8 x 100GbE ports

Ideal for scaling to 16-node clusters

S5232F-ON - 1RU, 32 x 100GbE ports

Internal Use - Confidential

73
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EEEEEEE= 5 ()| S5212F-ON
===t | S5224F-ON
[C=======—==—=——mm=m| S5248F-ON

Beeeae===—=—= 8| S5232F-ON

Dell PowerSwitch S5200-ON

32
25X 100GbE
Throughput ports in
1RU

D&A L Technologies
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Native disaster recovery with stretch clustering

>

Cloud witness on HA file
share on tertiary site

Azure Stack HCI

stretch clustering

« Span an Azure Stack HCI cluster across two

rooms, two buildings, or two cities Site A Site B

Preferred Site
« Storage Replica provides synchronous and

asynchronous replication of volumes

« Automatic VM failover removes the need for = = [ —— = ==
any man ual intervention Server 1 Server 2 Server 3 Server 4 Server 5 Server 6 Server 7 Server 8

« Changes made to underlying Storage 588 E88 E88 E88 EE8 E88 EE8 E88
Spaces Direct to allow for 2 storage pools EE8 B88 EsEB EE8 EEE EEE EBeg EEe8
within one cluster Storage Pool for Site A Storage Pool for Site B

« VM affinity and anti-affinity can be used to 8-node Stretched Cluster

create Azure-like availability zones across
multiple fault domains

Engineering Reference o s Failure Scenario POCs

] Architecture 3 White paer
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Traditional vs. Stretched Cluster

Traditional Stretched

Single Site Two Site

Site failure will cause complete outage VMs restart on secondary site in case of site outage
— Automated failover

Single Storage Pool Two Storage Pools

2x to 3x data resiliency?! 4x to 6x data resiliency?!

No performance impact Performance impact can occur due to inter-site

throughput and latency. Additional writes to volumes
and their respective log volumes on secondary site
can cause overhead.

Complete data loss in case of a calamity Zero data loss — for synchronous replication
1Based on mirrored volumes Based on RPO for asynchronous

D&A L Technologies
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Active/Passive and Active/Active setups

Spine Switches using BGP or routes configured for
inter-site communication

» Active Site: Site which provides

workloads for clients to connect to — | e [ - — | e [/ -
° PaSS|Ve Slte Dormant Slte Wh|Ch Server 1A Server 4A Server 1B Server 4B
receives replication data from the
active site and waits for failover from (L PoolA ) (_PoolB
active site
Active VM's Active VM's
 Active/Passive Design: Only one site 3 @@ Storage Replca A>>8 > @@ €3
is actively hosting workloads, and the LT o oo ¥ Vo IT
passive site remains idle until a failover 3 @ @/— Repiica Volume — (3
IT IT
Occurs o 4 @.... @
@ Storage Replica A<<B @
. R . . . TT Vol 1B’ Vol 4B’ Vol 1B Vol 4B ST
» Active/Active Design: Both sites
actively host workloads @@@@@ @@@@@
Log Volumes Log Volumes
* Note: Active Virtual Machines cannot N~ N~
be hosted on replica volumes Site A Site B
D&A L Technologies
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Volume Resiliency and Efficiency

Resiliency Failure Tolerance Failure Tolerance Storage Efficiency | Storage Efficiency
(single site) (stretched) (single site) (stretched)

Two-way Mirror 1 2 50.0% 25.0%

Three-way Mirror 2 4 33.3% 16.6%

Dual parity 2 4 50.0% - 80.0% Not recommended

Mirror Accelerated 2 4 33.3% - 80.0% Not recommended

Parity

D&A L Technologies
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Host Networking — Option 1

Basic Configuration
+ Ease of configuration

* Will require two PCle NICs &
rNDC is not used

+ RDMA over replica network is not
supported by Microsoft

* Use customer router/firewall QoS
to throttle inter-site Replica/LM
traffic so that it doesn’t choke the
VM/Mgmt traffic

Internal Use - Confidential

Inter-site
Live Migration
Use customer site router
. ffirewall QoS to throttle
. Intra_-sne_ Management inter-site Replica and LM traffic
Live Migration VM Network and Replica

Storage Traffic VM Network Adapter VM Network Adapter
Same Site
(25 GbE Card) T T
~ ~

IE] IL_EE!J SET TEAM

(25 GbE Card)

Storage 1 Storage 2

NIC 1 - PCle NIC 2 - PCle

5 b
O o8 [cooo]| |BDBOIBO
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Host Networking — Option 2

High Throughput Configuration

« Consider this topology when Users SME butichannel
two sites are within close o —
proximity, and you have Live Migration Managemert VM Network
higher than 10Gbps network [ma] [wa]
speed between the two sites i R ™ M Natar gt M Netvor gt

RDMA TCP

« Use of SMB-Multichannel will [Fmr]  [Ew) [Fwr]  [Ew] rj%

help in higher throughput Soraget  Sorage? fepca 1 Replcas (110725 GeE Care)
o o o] o T |

° Minimum of three NICs NIC 1 - PCle NIC 2 - PCle LoMoePmbenE

required (2 PCle + rNDC) D D U G S

 Set-SRNetworkConstraint will

Hl==] @ @ O O]

D O

DO

ensure use of Replica NICs

for replication
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Virtual Machine Affinity/Anti-Affinity

Server and site affinity rules for VMs

+ Keep VMs/Roles together or apart
« Site awareness
« Multiple options:

o Same node

o Different node

o Same Fault Domain

o Different Fault Domain

o Storage Affinity

Internal Use - Confidential
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. 2T mmmmm—a 8 ~ \
(elle] [@] (e 5
= e TR FEES

[ ] [
1 1 1
AX node 1 AX node 2 AX node 3 AX node 4
HCI cluster
VM Type 1 VM Type 2 VM Type 3
Affinity: LIGHT BLUE Affinity: BLUE Affinity: none

AntiAffinity: ORANGE

AntiAffinity: none

AntiAffinity: BLUE
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Support and Services



Dell makes implementation simple, flexible and worry
free!

Installation and configuration Single Source Support

WINNER
Deployment Support
& ..

* One-stop cluster level support for hardware &
software

 Certified engineers ensure speed and accuracy

* Less risk and downtime » Covers OS, hypervisor and Storage Spaces

* Free your IT staff to work on other priorities Direct
« Flexible options to fit your needs and budget % - Comprehensive coverage whether your license
« Simplified Windows Server custom upgrade path - was purchased from Microsoft or Dell

» Timely, reliable issue resolution

#1 Microsoft Partner 16 Competencies
35-year relationship

Up to 66% faster time to deploy? Up to 82% less project-planning time*! Up to 72% faster issue resolution?

D&A L Technologies
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Solution-level service experience from a single vendor

@% Installation and configuration Single Source Support

ProSupport
or
ProSupport Plus
(3, 4, and 5 year contracts)

ProDeploy
or
ProDeploy Plus

Deployment Recommended Support Required

D&A L Technologies
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Streamlined deployment

Get more out of your technology starting from day one

Hardware and software deployment ProDeploy Plus

The most complete deployment offer in the market

ProDeploy

+ 30-days of post-deployment configuration assistance
* Training credits

 Service Account Manager (SAM) engagement with
ProSupport Plus entitlement

Expert installation and configuration services to get your
AX nodes up and running quickly.

: * Install and configure WAC (Windows Admin Center)
*  Deployment of hardware, OS and hypervisor. . : ;

P ) y _ W .yp v and the Dell OpenManage Integration with Microsoft
+ Configuration of Storage Spaces Direct software Windows Admin Center

+  Solution-specific configuration of Windows Server - Product orientation
and virtual switch

«  System Center Integration

« Validation of installed environment

* Onsite installation for ROBO locations with no IT
staff with ProDeploy Plus

D<A L Technologies
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Solution-level single source support

ProSupport Plus

The most complete support offer in the market

ProSu ppo rt » Designated Service Account Manager
 Priority access to support experts
Systems Maintenance guidance

Call-routing, phone home, and automated case
creation supported with Secure Connect Gateway
(SCG) and iDRAC Service Module (iISM)

Comprehensive hardware and software support! with 24x7
access via phone, chat and email

- Support for hardware, OS and hypervisor « Comprehensive coverage whether the license is

*  One-stop cluster-level issue and escalation purc.hasc?d from Microsoft or DeI.I _
support for Storage Spaces Direct « Onsite diagnosis for ROBO locations with no IT staff

D<A L Technologies

Internal Use - Confidential 86 © Copyright 2022 Dell Inc



Azure Stack HCI is an integral part of cloud

Microsoft Azure Anywhere you want

off-premises on-premises

R

I
@) (@
Azure Local Sovereign Government Azure Stack HUB Azure Stack HCI
Cloud Azure cloud Azure Cloud Azure Cloud Secret — Data Center — Data Center
located in any located in your located in your Top Secret — Edge — Branch/remote office
country country country and owned secured for — Disconnected — Edge
by local entity government workloads — Tactical

D&A L Technologies
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Deliver your hybrid cloud operating model

Dell services will support ongoing development and innovation in your cloud

 Align on strategy across business,
devand IT

* Architect desired future state

* Plan actionable roadmap

Identify KPl/program success

metrics

Create cloud/SRE operating model

* Migrate workloads, apps and data
to run on infrastructure

* Enact policy and governance
program

* Monitor performance and

productivity

Internal Use - Confidential

Cloud
strategy

Cloud
implementation

Cloud
adoption
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Validate operational readiness

Deploy and support Azure Stack Hub and
HCI

Create on-demand, self-service
catalogue

Integrate with core IT operational
systems

Innovate with containers

Integrate roadmap for business and
technology

Analyze and validate success metrics
Capture employee experiences

D&A L Technologies



Microsoft Cloud Solution
Provider (CSP) program
from Dell



Microsoft Cloud Solution Provider (CSP) program from Dell

Enable customers to purchase their Azure Stack HCI OS service from Dell

' 9,
What is the Program & DT Sells and Supports

* Resell of the Azure Stack HCI OS via existing Dell Microsoft * Hardware Infrastructure
CSP program, with current ProSupport included
*  Dell Software

« Sales, Billing and Operations of subscription done at Dell )
*  OEM Windows Guest OS

e Available in 18 countries

*  Azure Subscriptions*

N e + Azure Stack HCI OS
@ Why is important

+ Retains customer relationship by providing and end-to-end offering: *Additional Azure services (AKS, SQL
Infrastructure and Azure Stack HCI OS subscription via Dell etc...) are still not available with Pro
Services.

* New customers can start their Azure subscription with Dell or
transfer from another CSP, and existing Dell CSP customers
can activate their ASHCI OS using their Subscription

« Step towards transacting as-a-Service
« Strategic to Dell and Microsoft partnership

D<A L Technologies
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Sizing and configuration
tools



Live Optics

Capture, collect, and analyze performance information from various operating systems

Live Optics - Real-world data for IT decisions

Live Optics — SSO (Single Sign On) hitps:/jwwwiveoptics.com/

“2live optics 2 live optics

Welcome toRF S

» Uses host-based performance collector, Optical

Server/SDS/HCI Prime (formerly known as DPACK)

* VSAN Calculator

L

 Live Optics software is designed to be used in

« Dell EMC Virtual Rack

« ScalelO Sizer

S matiind & both small and large IT environments

% &

» Live Optics allows users to request project

preparation and analysis to view analytic

performance metrics in the project they create
» Download the software, run the collector and

create/view your project in 3 simple steps

e Includes link to Azure Stack HCI Sizer Tool.

.
D&A L Technologies
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Azure Stack HCI Sizer Tool

Create validated Azure Stack HCI configurations based on workload requirements

{:O} Explore configuration options

* Quickly match business requirements to
appropriate configuration

» Great deal of flexibility and ease of use

BOM made easy

i

Detailed BOM and architecture diagram

* Visual images for ease of understanding /
usability

\/ Please reach out to your account team to begin ) i ) .
the sizing exercise + Easily share and fine tune configurations

D<A L Technologies
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Fabric Design Center

Automate the planning, design, and deployment of network fabrics

e Cloud Based Fabric Design & . Turn-key solutions for Dell . Fabric design driven by specifying
Deployment Reference Architectures. business intent.

» Simplifies and automates new fabric . Pre-defined and customizable . Generates Logical and Physical
deployments and scale out of existing fabric architectures. Network Views, Bill of Materials &
fabrics in the data center. Cabling Diagrams.

. Available at no charge for Dell

* Accelerates new service roll out and Networking Customers, Partners . Deployment automation via Switch

reduces time to value. and SEs ASCII configuration generation &
DevOps Integration
e ______________________________________________|

Fabric Design Center

D&A L Technologies
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Best practices and
example configurations



Getting the most out of Azure Stack HCI

. ) . . . O Manageability: Full stack life cycle management of OS, BIOS,
Unrivaled Performance: Use single-tier, all-flash drive firmware, and drivers. Manage at scale with Azure Resource

m configuration. For storage networking, configure RDMA {:é:} ) Manager and Azure Arc, and natively integrate with other Azure

_ over 25 GbE connections — iIWARP recommended. services.

Scalability: Scale to 16 nodes in a cluster. Cluster
nodes must be homogenous. Two-node and switchless
storage cluster scale-out not supported, but Cluster
Sets can be leveraged. Use cluster expansion
preparation feature in OpenManage Integration.

Simplicity: Productized and validated AX nodes. Create
clusters following our Deployment Guide or using automated
cluster creation in Windows Admin Center. Leverage ProDeploy
and ProSupport creates turn-key, solution-level experience.

Resource Efficiency: Right-sized and future proofed. Live

Resiliency: Start with 4-node or greater clusters. {:C-):} Optics, HCI Sizing Tool, and Fabric Design Center optimize

Disaster recovery with stretch clustering available with
integrated system.

price, performance, and capabilities. Use CPU core management
in OpenManage Integration to achieve balance between cost and
performance.

D&A L Technologies
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Example of Entry Offer for ROBO

Data Copy
. = . = Recommended Configuration
Customer Requirements tg c = 2 % AX-650

I Server 1 I ‘ | Server 2 |

e ROBO focused
e Cost conscious

* Dual-link full mesh switchless
storage network topology

+ All flash-4 x 1.92TB MU SAS

2 servers (2-way mirror)

¢ Small storage capacity |  TTTTTTTTTTTTTTTmmTmmmomommommoooeoe

(5 TB useable) DELL Networking S3048-ON + 2x4310 2.1GHz, 12 core
* Fleet management | R == Al (cores can be disabled in the
0o BIOS to reduce cost)
+ Existing network network _
Switching inadequate for Gb 1/10GbE Network Switches il 256 GB RAM
RDMA requirements — FFFFFFFFFFFHFFFFFFFFFFFH...:::H]— * 1 x Mellanox ConnectX-5
. Space constraints _| H:H:FFFFH:FHFFFH:FFFFH:H:;::H] (Dual Port 25 GbE)
. ; Mgmt.VM Network 1/10GbE SFP+ . (Optiona|) Use Dell
PredlctaF)Ie performance PowerSwitch S Series 10GbE
+ Not looking to scale-out, == DB D @j| Switches, future proof your

but want to scale-up

investment with 25GbE switch

D_DEW DE D E|

D&A L Technologies
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Example of Most Popular Offer for VDI

Customer Requirements

Scale-out and scale-up
Support 500+ users (576)

Fully self-contained with
both OS and user data

50 TB useable storage

Knowledge users with a lot
of storage required

No graphics acceleration
required

Mirror accelerated parity
config

Internal Use - Confidential

Dell Networking S3048-ON

— e == A
0OB (Uplinks to core)

Network : RDMA network
1GbE Dell Networking S5248F-ON 25GbE SFV|\:I28

R . -
e el

AX-750

— Mgmt./VM

Network 1/10GbE SFP+
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Recommended Configuration

4 x AX-750

e All-flash — 12 x SAS-
3.84TB-MU

e 2X6342 2.8G, 24 core
e 512 GB RAM
2 x Mellanox ConnectX-5

* Non-converged network
topology

« Use Dell PowerSwitch S
Series 25+GbE Switches
for storage traffic and
10GDbE or better for
management/VM traffic

D&A L Technologies



Example of High Performance Offer for SQL

Customer Requirements . Data gggy gggy Recommended Configuration
= tg > tg > tg ; 4 x AX-7525
E (N ~ U &~ U !

* High performance, low | § « AllNVMe — 12 x NVMe-
latency — sub millisecond P [severs | | Coenerz | | [Cseners ] 3.2TB-MU (for up to 42TB
latency i 3 servers (3-way mirror) i usable in 3-way mirror)

- Predictable, linearscale | Dell Networking S3048-0N . 2x73023.0G, 16 core

+ Scale-out/ scale-up | EEEEEEERRRRA. 22 A « 1 TB RAM

0ooB (Uplinks to core)

+ Response time consistent Tebe Dell Networking S5248F-ON || oA eor « 1 x Mellanox ConnectX-5
paramount _|H-|-|-|-|-|-|-|-|-|-|-H-H-|-|-|-H-|+|-H:_;_.,J:|_|—- (Dual Port 25 GbE)

+ Maintain peak performance R a8a 5 « Use Dell PowerSwitch S
even in the case of x5S Series 25+GbE Switches
hardware failures | ] DAL )< i for storage traffic and

= — 10GbE or better for
» 35 TB usable for databases ,
—4 ] DALS | B management/VM traffic
|| :| DAL —
) T H :I DAL F I ——

Mgmt/ VM
Network 1/10GbE SFP+

D&A L Technologies
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Proof Points



AX Nodes deliver high performance architecture

Built-in, always on cache | Remote Direct Memory Access | Kernel Embedded Architecture
Persistent Memory | All-NVMe | All-Flash | Hybrid | 25 & 100GbE Ethernet

IOPS at sub millisecond latency IOPS at sub millisecond latency
throughput 4 x AX-640 w/ Intel Optane PM* throughput in a 2 node AX-6515 cluster
0, 1400000 14
43 A’ 1 09% 1.1M Read 12 GBps
Faster Faster 1200000 10PS 12
1000000 10
800000 8
6 GBps
600000 6
0.4M Write
I0PS
400000 4
200000 2
0 0
IOPS - 4K Throughput - 512K
Million IOPS
1.5 ms latency 7 ms latency B OPS 100% Read ® Throughtput 100% Seq Read
Baseline Intel Optane Baseline Intel Optane m |OPS 100% Write B Throughtput 100% Seq Write
PM PM
gzﬁ%dceﬁjs'egg g‘ésg\,‘\’ﬂv'th 2xIntel gzﬁ%dgﬁtﬁegg g‘éf;,‘(llmh 2 x Intel 2 Node AX-6515 Cluster with single socket AMD EPYC
12 x 128GB Intel Optane PM & 12 x Intel 12 x Intel RI S4510 SATA SSDs 7702P 64 Core CPU, ZSSESESRE’;SM and 8 x MU Toshiba
54510 RI SATA SSDs Detailed Performance Analysis Detailed Performance Analysis

D&A L Technologies
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PROWESS

Modernize or Perish: Dell EMC™ Solutions for

Microsoft® Azure® Stack HCI Throw a Lifeline
to Your Database Workloads

Prowess Consulting’s testing shows that Dell EMC AX-740xd nodes provide near-linear scalable

performance for Microsoft® SQL Server® 2019 coupled with modem manageability.

Executive Summary

Data drives business, but businesses too often struggle to keep up. Nowhere is this
more evident than with databases. Business and [T leadership look io database
administrators (DBAs) to modernize the data estate, but DBAs are just trying

to coax performance out of their current infrastructure. Overall, IT today is held
back by legacy systems that grow ever more costly fo operate, all while budgets
are shrinking. DBAs and IT leadership alike are wrestling with outdated data-
management solutions and processes, with results that hurt the organization

at large.

Hyperconverged infrastructure (HCI) can act as a lifeline for organizations who

need to modernize. HCI promises to reduce expenses, increase agility, and simplify
operations, but the choice of HCI solution is crucial. For an HCI solution to be
effective, it needs to meet current and future performance needs while reducing total
cost of ownership (TCO) and management complexity.

Prowess Consulting evaluated one such solution, Dell EMC™ Solutions for
Microsoft® Azure® Stack HCI, with an eye toward performance and overall value.
Our testing and research showed that this Dell EMC HCI solution running

n//:‘]
Performance that
scales with the cluster

—

i

. oo and

4

—

—
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Analysts put Microsoft SQL on Windows
Server HCI to the test

StorageReview

The Importance of Resiliency
and Cluster Management in
ROBO HCI

WITH DELL EMC SOLUTIONS FOR
MICROSOFT AZURE STACK HCI

A
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Call to action



Further Learning

Microsoft HCI Solutions from
Dell Technologies

el

Dell EMC Integrated System
for Microsoft Azure Stack HCI

Product Page — Dell Info Hub - Guides, Solution Dell Technologies Customer Demo
Integrated System for Microsoft Briefs, White Papers, Blogs, Partner Portal Solution Center
Azure Stack HCI Videos, etc. Centers
E]
A
D<A L Technologies

Internal Use - Confidential 107 © Copyright 2022 Dell Inc



https://www.delltechnologies.com/partner/en-us/partner/partner.htm
https://infohub.delltechnologies.com/t/microsoft-hci-solutions-from-dell-technologies-1/
https://www.delltechnologies.com/en-us/hyperconverged-infrastructure/microsoft-azure-stack/microsoft-azure-stack-hci.htm
https://www.delltechnologies.com/en-us/what-we-do/customer-engagement-programs/customer-solution-centers.htm
https://csc-primary-ui-prod.g1z1p.pcf.dell.com/Login?ReturnUrl=%2FHome

Conclusion



Microsoft HCI Solutions from Dell

. . mprehensiv
Management

Fully productlzed Accelerate your time to Global Dell Dell (_)penMan_age
portfolio of integrated . ProSupport for the Integration for Windows
value with ProDeploy . ;
systems form an . solution-level support, Admin Center and Azure
i options ) . i
enterprise class including hardware Arc enables life cycle
foundation for building and software management of a hybrid
hybrid cloud cloud operating model
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Internal Use - Confidential 109 © Copyright 2022 Dell Inc.



D&AL Technologies




